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Nonlinear Response to Picosecond Pulse
Excitations in Magneto-Dielectric Media

Hoton How, C. Vittoria, Fellow, IEEE, and K. Trott

Abstract—Nonlinear responses of magneto-dielectric thin layers
fo picosecond excitation have been calculated utilizing direct
time-domain integration. Relaxations, hysteresis, and magnetic
saturation phenomena associated with the response are therefore
discussed in depth. The purpose of this calculation was to provide
an analytical method by which physical properties of materials
can be identified under picosecond-pulse excitation as well as to
explore special cases of excitations in which picosecond pulses are
efficiently absorbed. The calculations indicate that by examining
the reflected waveform of the incident rectangular picosecond
puise the amount of magnetic hysteresis and saturation of the
material may be estimated. It is shown that magnetic hysteresis
will affect the shape of the trailing edge of the reflected signal,
whereas the magnetic saturation effect can be identified from the
slope of the reflected pulse step. Examples of designing effective
picosecond-pulse screening structures have also been illustrated.

I. INTRODUCTION

OR YEARS there has been great interest in the radar

and survivability communities concerning the response of
materials to narrow picosecond pulse excitation. There are two
basic methods for calculating the response. One approach is to
assume that the fields in Maxwell equations are macroscopic
fields. Relaxation effects are introduced phenomenologically.
The system is assumed to be in thermodynamic equilibrium
even during the period of relaxation time for the system. Non-
linear effects are coupled into Maxwell equations of motion
via the medium polarization vectors. The other approach is to
introduce relaxation and nonlinear effects at the microscopic
level of computation using Fermi's equation for transition
rates, for example. Macroscopic fields may be calculated
by averaging over the possible quantum states and proper
probability distribution function from the so-called master
equation at a given temperature [1]. For pulse widths of
I picoseconds or greater the former approach is reasonable
in view of atomic transition rates being much faster than
relaxations. We used this approach in an earlier paper to
analyze nonlinear effects in magnetic media even in the
presence of small amplitude pulsed fields [2]. This is due to the
B-H hysteresis curve associated with irreversible processes as
in domain wall motions. We approximated the time response
by assuming two different magnetic permeabilities for the
partial waves associated with the rising and the falling edges of
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the applied picosecond pulse [2]. Therefore, the permeability
value was assumed to change coherently in time throughout
the material. Actually, due to internal reflection and relaxation
effects the material responds to the applied excitation pulse
quite incoherently for different parts of the material. This
requires a detailed record of the magnetization history at every
point of the material.

We have now calculated the response in the time do-
main and the results have been compared to those associ-
ated with frequency-domain calculations. Previous frequency-
domain calculations predict quite accurately the front and
trailing edges of the reflected signal. However, the tail to the
reflected signal is slightly greater than that predicted by the
exact time-domain calculations.

Section II formulates the iteration scheme for a time-domain
integration. The material considered possesses both relaxation
times in the electric and magnetization polarization vectors.
The magnetization is assumed saturatable and hysteretic. Cal-
culated results given in Section III illustrate the difference
in picosecond responses for different material parameters.
A novel trapping/absorption process is suggested in Section
I which may be important for the design of microwave
absorption for incident picosecond pulses. Discussions and
conclusions are summarized in Section IV.

II. CALCULATIONS

Fig. 1 shows a metal-backed magneto-dielectric slab of
thickness a. Consider a rectangular pulse of duration A¢, which
is applied at time ¢ = 0. The pulse is traveling along the z-axis,
which is normal to the front surface of the metal-backed slab.
The magnetization process is shown in Fig. 2. Initially, the
magnetization is zero in the absence of an external magnetic
field. An unmagnetized magnetic state can be realized if the
medium consists of multi-domains. The magnetic domains are
randomly oriented so that the net magnetization along any
direction is zero. The hysteresis loop associated with this type
of magnetic state is typically shown in Fig. 2. Since we have
assumed magnetic domains in the medium, there exist minor
and so-called major hysteresis loops. The size of the loops is
directly related to the amplitude of the driving field of the pulse
amplitude. We have simplified the shape of the hysteresis loop
in order to demonstrate the calculational method. Furthermore,
no precessional motion of the magnetic domain is assumecd
upon the application of the pulse field.

Fig. 2 depicts the magnetization processes as follows. As H
is increased above 0, M defines a line along OA. However,
if H decreases in amplitude at point A,M will decrease
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Fig. 2. Nonlinear magnetization processes.

accordingly along the line AB. In some sense a minor loop is
traced out as the pulse field is applied. Increasing H afterward
will magnetize the material along line BA until point A4 is
reached after which magnetization takes place along line AC.
Further increase of H will retain M at M., since Al is
assumed to be saturated at M.. A decrease of H will lead
M 1o decrease along Line C'D. Lines AB and CD trace out
a minor loop of a magnetic hysteretic material. We assume
lines AB and CD are of slope x4, which is different from

( ), the slope of line OC. We note that Fig. 2 shows the
magnetlzatlon response only for quasi-static processes. For
rapid magnetization changes under slow magnetic relaxations,
M lags H significantly and the horizontal axis of Fig. 2 must
be interpreted as the delayed H field at previous time at the
same spatial location. see (2c) below.

The governing equations are Maxwell equations (in MKS
units)

oE 0
dH 0

where we consider only the one- dimensional case with H, M
and F, P parallel to =, and y, respectively. The constituent
equations for M and P are

P
P=x.F,
o+ Xe
oM
T G + M=y, H+C"ifM < M, (2a)

or

M = M,, otherwise. (2b)

Here 7. and 7,, denote dielectric and magnetic relaxation
times, respectively, and x. and x, are dielectric and magnetic
susceptibilities. ;,, can be either XSQL) or xsn ), depending on
which magnetization curve that the magnetization process fol-
lows. In (2a) and (2b) F and H may represent instant electric
and magnetic fields, but C* must be extrapolated through the

magnetization process. For process along OC C* = 0, and

C* = (x5 = xS Ma/xSY Q2c)

for process along AB, where M4 denotes magnetization value
of the process at point 4. Due to time-delay in the process, the
instantaneous H field at point A shouldn’t be used in deriving
C* in (2¢). In the following E and H, and hence, P and M,
are normalized with respect to the incident pulse amplitudes,
and z and ¢ are normalized to cAf and At, respectively. Here ¢
denotes the velocity of light in vacuum and At is the duration
of the incident picosecond pulse. Note that M and P can take
only positive values under the present consideration. In air,
z > 0,M and P vanish. The boundary conditions require
E and H to be continuous across the air-layer interface at
z = 0. At z = —a perfect electric wall boundary conditions
are imposed: £ = 0 and 0H/dz = 0.

Equations (1) and (2) can be integrated using the implicit
second-order method. The Lax—Wendroff scheme is therefore
employed in which numerical instabilities can be readily
suppressed [3]. Denote 6t and 6z as the timestep and grid
space, respectively. Let E7 be the electric field at z; and ¢,

etc. One may define intermediate field, say Enjll/g, at the
half timesteps t,,1/2 and the half mesh points z;;1/2. The

calculational scheme is as follows

Pan+1/2 :Pjn + %(Xs@l - P,n)/Te, (3a)
MV =0y S I M 4 O, )
Egnjll//; = % —Eyn+1 +E) + P+ P

B Pjn$1/2_P;l+1/2 ;5 (BT, ]n)} (30)
Hfjll//zo = ';' - Hiy + HY + MYy + M)

n+1/2 ntlye  Of n
—Mm/ MJ+ / +5_Z_(E;+1—EJ )} (3d)
(En—}-l/?

J+1/2
n 1/2 n 2
B2 - Py Ry, (4a)

n+1 _ n n+1/2
M = M st (T

n+1/2 n+1/2 *
—i—H iy /2—]V[] /—i—cj]/’rm,

n+1 __ n n
Ert =B 4 P -
8t n+1/2 n+1/2
+ o W s = H ),

PJn-‘rl :Pn & Ot{

(4b)
P.n+1

(4¢)
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n+l _ trn n n-+1
HYY = HP + MY - M

J+1/2 —1/2 (4d)

N §(En+l/2 gy,
We note that (1a) and (1b) represent coupled partial differ-
ential equations of the hyperbolic type only if 7. and 7,,, in (2a)
and (2b) are zero. In the presence of damping (la) and (1b)
are actually coupled parabolic partial differential equations
which admits diffusion-like solutions. Damping dissipates en-
ergy and can be related to real physical processes such as
electron-phonon scattering (electric conductivity) and magnon-
phonon scattering (spin relaxation), eic. For partial differential
equations of both types one must have 81 < éz such that
conditions for von Neumann instabilities [3] are avoided as
(la) and (1b) are integrated in the time domain, (3a) to (4d).
To avoid numerical dispersion ét = 62 should be used for the
hyperbolic-type equations. For parabolic-type equations one
must have the timestep smaller than the damping times so
as not to introduce nonphysical solutions. Finally, mesh-drift
instability can be avoided in the above integration scheme if
one adds to the right sides of (4c) and (4d) small numerical
damping terms (numerical viscosities) [4].

1II. CALCULATIONAL RESULTS

In the following calculations we adopt identical physical
parameters used in [2]. For ferrites 4n yﬁj ) can be estimated
approximately from 4wy ., /H 1. where 4 M, is the saturation
magnetization and H 4 the magnetic anisotropy field. For
spinel ferrites, for example, 47 A, 2 3000 G and H 4 ~ 300
Oe so that 47 Xﬁf) is about 10. 47 X$,7,> is therefore smaller than
10, and 47rx5n' ) equals 10 if there is no magnetic hysteresis.
Under multidomain excitations at zero dc field the magnetic
slab exhibit a linewidth Af roughly equal to y27M,, where
~ is the gyromagnetic ratio. Magnetic damping is directly
related to this linewidth and the associated relaxation time
is approximately 7, =~ 1/Af. For 4xM; is the order of
kilogause 7, turns out to be a few tenth of nanoseconds.
Dielectric relaxation is usually much faster than magnetic
relaxation times and dielectric relaxation time 7, is in the order
of picoseconds for normal oxide insulators. ). ranges from 5
to 15 for normal ferrite oxides.

Fig. 3 shows a comparison between the time-domain and the
frequency-domain calculations [2]. In this figure the reflected
H field is plotted against normalized time assuming the
following parameters: y. = IO,XE:) = 10,7. = 02,7, =
2,a = 1/15, and M, > 1 (magnetic nonsaturable). Curve
(1) is for the nonhysteretic case. Xﬁ{ b= 10, and curves
(2) and (3) are for the hysteretic case, xﬁ,?) = 5. Curve
(1) was calculated using both time-domain and frequency-
domain methods. curve (2) is the results for time-domain
calculations, while curve (3) is that derived from frequency-
domain calculations [2]. In the frequency-domain treatment
4000 Fourier terms have been incorporated in the calculations
and ripples are still visible as revealed in Fig. 3. For the
nonhysteretic case the two methods provide exactly the same
results, indicating that the calculational scheme outlined in (3a)
to (4d) is efficient in calculating the time-domain results. For
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Fig. 3. Magnetic hysteretic effects calculated 1n the tume and frequency
domains: \, = 107 =107, =027, = 2.4 = 1/15. 1. > 1.
Curve (1): \,, = 10. time and frequency domains Curve (2): \(m') =5
time domain. Curve (3): \E,T) = b5: frequency domain.

the hysteretic case curves (2) and (3) coincide in the reflected
waveforms concerning the rising edge and the following-up
step. However, for times away from the edges the time-domain
solution deviates from the frequency domain solution. The
difference in the two solutions is due to the assumption for
the frequency domain solution that the magnetic permeability
is switched from Xf{f ' to XS,;’ coherently in time all over
the whole material and the partial waves of the two step edges
can react separately with the material. Therefore, the frequency
domain approach gives rise to approximate solutions at times
greater than the duration of the incident pulse. However, the
mathematical convenience of the frequency-domain approach
is that the frequency response is easily obtainable without any
Fourier transformation.

Figs. 4 to 6 show the effects of magnetic hysteresis and
saturation on the reflected and penetrated waveforms for a
very thick material. That is, in order to visualize the pulse
penetration into the material, we assume a is very large such
that at the observation time, ¢, the pulse has not reached the
metal: o > 1 and @ > . In these figures the profiles are
shown at ¢ = 3 and the horizontal axis is the z-axis. The
following parameters have been used: x. = =7,
and 7. = 0.2 = 7,,. Fig. 3 assumes the nonsaturable case
(M, > 1) with xg{{) varies from 7 to 3 for curves (1) to (5).
It is seen that reflection tails are quite sensitive to the x&{
values. As xf,? ) becomes more hysteretic, the reflection tail
goes more negative with the step-reflection almost unaffected.
Similar results can also be found in [2]. Note that for curves
(1) and (2) the characteristic impedance of the material is
larger than that of air for the trailing edge reflection, while the
impedance of the material is smaller than that of air for curves
(4) and (5). For curve (3) the impedance is matched for trailing
edge reflection. which is identified in Fig. 3 as flat transition of

5,:17(”7)
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Fig. 4. Reflected and transmitted waves for nonhysteretic, curve (1), and hys-
teretic materials, curves (2) to (5). \. = 5. \(,,J{) =77 =02.7, =0 2.
Als > 1. Curve (1): \5;] = 7. Curve (2): \E,f) = 6. Curve (3): \5,7) =5.

Curve (4): \5;) = 4. Curve (5) \fn_) = 3.

the step-reflection without sudden change in tails. Therefore,
by examining the shape of the reflection tails one may tell the
amount of hysteresis that the trailing edge experienced upon
reflection. In Fig. 4 it is seen that the penetrated wave shows
decreasing amplitudes as the hysteretic effect is increased from
curves (1) to (5). This is accompanied with increasing group
velocities of the transmitted waves as one may expect (X, is
effectively decreasing from curves (1) to (5)).

Fig. 5 shows the nonhysteretic case (XEn‘) = 7) with M,
varying from 8 to 0.5 for curves (1) to (5). It is seen that
as the incident pulse amplitude goes beyond saturation, the
reflected wave becomes more and more distorted and the step
reflection is no more flat: the more intense the incident pulse,
the more tilted the reflected step shape. Therefore, by judging
from the slope of the step reflection one may tell the amount
of saturation that the pulse is experienced upon reflection.
The penetrated wave exhibits smaller and smaller amplitude
as the input pulse amplitude goes further beyond saturation
from curves (1) to (5). Fig. 6 shows the hysteretic case with
saturation (M, = 2). In Fig. 6 Xﬁ;) varies from 7 to 3 for
curves (1) to (5). Both hysteretic and saturation effects can
be seen in Fig. 6. Firstly, the step reflections are tilted due to
magnetization saturation. Secondly, the reflection in the trail-
ing edge becomes invisible for curve (3) where the material
impedance happens to match that of air. Also, it is seen that
the penetrated wave shows less transmission amplitudes as
hysteresis increases, which results in increase of the group
velocity for the penetrated waves. We note here that precursors
associated with the penetrated signals do appear in Figs. 4 to 6.
However. their magnitudes are about 1000 times weaker than
the main signals. and hence they are almost invisible in these
figures. Precursors signify the propagation of disturbances
appearing only in frequency-dispersive materials [4].
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Fig. 5. Reflected and transmitted waves for saturable material: \, = 5.
\Sj) =T. \577) =T7.7c = 0.2. 15, = 0 2. Curve (1): M. = 8. Curve (2):
M, = 4. Curve 3): A =2 Curve (4): M = 1. Curve (5): AL, = 0.5.
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Fig. 6. Reflected and transmitted waves for hysteretic and saturable material:
V=00 = Tn = 020m, = 0.2.0L = 2. Curve (1), A7) = 7.
Curve (2): \5,,7) =6 Curve (3): \f,:) = 5. Curve (4): \i,f’ =1 Curve
L (=)
(5)‘ \777 - 3-

One possible application of magnetic hysteretic materials
is for screening the incident microwave pulses. For example,
if we set x. equal to XS,T) (such that the material impedance
equals that of air) the pulse penetrates into the material without
reflection. At later time (in the order of pulse width) the
materials susceptibility is )(En_) which is much different from
X&j’. This implies a characteristic impedance much different
from air. Hence, the puise is trapped. The trapped pulse is
reflected back and forth within the magnetic film until it is
anihilated by losses in the medium. This trapping mechanism

is shown in Fig. 7 which used the following parameters:
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Fig. 7. Picosecond pulse screening: y. = 10,X$~,;I—) = 10,7, = 0.5,
T = 0.5,a = 0.1, M, > 1. Curve (1): v'n ) = 7, Curve (1): ') = 10.
Curve (2): \En_) = 5. Curve (3): xg,:) = 2. Curve (4): ,\'Sn—) = 1. Curve
Gr s = o

Ye = 10,5 = 10,7, = 7 = 05,0 = 0.1, and M, > 1
(magnetic nonsaturable). Fig. 7 shows the refiected H- field
as a function of time. Curves (1) to (5) are associated with
decreasing XS; from 10 to 0. It is seen from Fig. 7 that
the screening effect of the film becomes more obvious if the
material exhibits more hysteresis. When comparing curves (5)
with (1) one concludes that the material absorbs 85% more
energy from the incident pulse if Xﬁ; ) is changed from 10
to 0. Magnetic hysteretic materials may lend themselves to
important applications in the design of microwave absorbing
materials.

IV. CONCLUSION

Picosecond pulse reflection on metal-backed magneto-
dielectric slabs has been calculated using direct time-domain
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integration. Relaxation effects as™ well as hysteretic and
saturation effects are incorporated in the calculations. Time-
domain calculations can identify the type of nonlinearities
of the materials which are impinged upon by picosecond
pulses. Magnetic hysteresis can significantly affect the shape
of the trailing edge of the reflected signal, whereas saturation
effects induce slope change in the step reflection. In addition
time-domain calculations also aid in the design of microwave
screening materials.
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